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Genève, le 17 Décembre 2002

Object: Status of the Muon Ionisation Cooling Experiment (MICE)
Dear Pr. Detraz, cher Claude, 

The concept of the International Muon Ionisation Cooling Experiment (MICE) was developed at CERN in the framework of the Neutrino Factory Working Group led by Helmut Haseroth. It was from the start an international effort, involving our American and Japanese colleagues 
from the Muon Collaboration and MUCOOL collaboration. It is considered a critical R&D system test in the development work towards Neutrino Factory and Muon Collider, and recognized by the European Muon Concertation and Oversight Group (EMCOG) as one of the priorities for the Neutrino Factory R&D programme [1].
A MICE letter of intent [2] has been written in November 2001, and submitted to the Paul Scherrer Institut (PSI, Villingen, CH) and the Rutherford Appleton Laboratory (RAL, Didcot, UK). After reviews by committees in the two laboratories, and negotiations between the two laboratories, the collaboration has been encouraged [3] to proceed with a proposal at, and with the help of, RAL, with significant hardware contribution from PSI for the beam line. The foreseen date for submission of a proposal is end of  2002. A copy will be forwarded to you as soon as it is submitted [4]. 
Although it is part of the R&D on accelerators that could be options for the future of CERN, MICE does not rest heavily on CERN resources, which are scarce at the moment. The precious but cost-effective contribution of CERN will be, with agreement of Carlo Wyss, Director for Accelerators, the loan of RF power supplies that can be refurbished from existing equipment at CERN, and would otherwise be quite costly. This request is detailed in the first attachment. 

The European component of the MICE collaboration is a consortium of European laboratories and universities, a large fraction of which have been traditionally performing experiments at CERN, and, recently, in the HARP experiment. For what concerns the institutes in charge of measurement devices, a large amount of their resources have been invested in facilities at CERN, and development of the detectors for the MICE experiment would be considerably facilitated if they could use some of these facilities. 

An interesting and challenging development is the tracking device for which a Time Projection Chamber with GEM read-out has been proposed (TPG). This novel technique, developed at CERN, has several qualities that make it one of the leading candidates for tracking devices for future applications. In particular it is robust against distortion of field by positive ions, and, in the case of MICE, it allows a good match with the requested homogeneous geometry. In order to test the TPG prototype, a very convenient location and facilities would be provided by the HARP solenoid (formerly the ALEPH TPC-90 magnet) and TPC field cage, high voltage and gas system, and counting room infrastructure. The situation in the T9 beam line would allow limited use of the T9 beam line for the final validation tests of the detector. Tests of the Time-of-flight system for MICE are also being considered in this same area. These tests should be finished by the end of 2003. A more detailed description of this request is given in attachment II. 

Finally, most of us are involved in other CERN experiments and would like to be able to perform Monte-Carlo calculations and data analysis from the CERN computers at CERN. A very preliminary estimate of the amount of computing time and accesses is appended as attachment III. 
The requests by the MICE experiment can be summarized as follows: 
--  L
oan of refurbished CERN RF equipment for use at RAL
-- Use of the existing HARP solenoid and TPC field cage and of some of the facilities that exist in the present HARP experimental area for a tracker test in 2003
--  Continued access to computing facilities at CERN
--  On a longer time scale, the status of recognized experiment at CERN for MICE.

The details will need to be refined if and when the experiment is approved by RAL. We consider it important that this community can remain closely linked to CERN.  

with best regards, 

Alain Blondel, 

European Spokesperson for the MICE collaboration

[1] European Muon Coordination and Oversight Group, mandate and workplan, C. Wyss et al.
      http://muonstoragerings.web.cern.ch/muonstoragerings/emcog/workingplan.doc
[2] MICE collaboration, Letter of intent to PSI and RAL, (28/11/2001) available from 

      http://hep04.phys.iit.edu/cooldemo/micenotes/public/pdf/MICE0001/MICE0001.pdf 
[3] Joint CLRC/PPARC Panel to Review the MICE Proposal (A. Astbury et al.), ‘Report of The 1st 

      Panel Meeting’, 25 March 2002, available from
      http://hep04.phys.iit.edu/cooldemo/micenotes/public/doc/MICE0002/MICE0002.doc
[4] MICE collaboration, draft proposal to the Rutherford Appleton Laboratory, available from
      http://cern.ch/proj-bdl-nice/cool/proposal/
APPENDIX I

Refurbished CERN RF equipment for the MICE experiment at RAL

Preliminary list of desired equipment
contact: Helmut.haseroth@cern.ch

MICE needs (at reduced performance) a RF power of two times 4 MW. Spare parts exist from Linac1 and can be used to reconstruct a Linac1 amplifier. This amplifier would be capable of delivering 4 MW if it is reassembled, repaired and modified to accept a TH116 tube and to run at 40 kV plate voltage. 

To provide sufficient input power to these final amplifiers, driver amplifiers are needed with an output power of the order of 400 kW. At CERN Siemens amplifiers (again from Linac1) are available, using tubes, which are no longer fabricated. At present there are four units, but one will still be used in the RFQ2 test place. In addition amplifiers are available at the SPS (probably 10), capable of delivering in CW mode some 90 kW. 

Parts that can be earmarked from CERN for MICE:


1) Parts to reconstruct one final amplifier of Linac1 type.


2) Three  Siemens amplifiers with their tubes to serve as drivers.

3)  2 or 4 SL amplifiers as input amplifiers for the Siemens amplifiers.

4) Two modulators of 35 kV for the Siemens amplifiers.

5) Pieces for coax lines including probes for forward and reflected power and cubes (6 1/8”) for making 90° bends.


6) Free access to the documentation and advice from CERN experts for the modifications needed to achieve 4 MW (modifications for the TH116 tube and the increase in anode voltage to some 40 kV, e.g. the Kapton or Teflon insulated plate-blocking capacitor and the design of the cathode switch needed for the power amplifiers and possibly the Siemens amplifiers).

The above items would allow a 4 MW power source to be assembled. A 8 MW power source could be achieved with the addition of, for instance, loan of a spare Linac2 amplifier to be modified for TH116 tube, and the loan of pre-drivers (transistor amplifiers at 4.5 kW and a tetrode amplifiers at 50 kW). These additional spares would be useful but cannot be granted for the time being, as they may turn out to be needed at CERN. Nevertheless it would be desirable to make sure that they do not disappear. 



APPENDIX II

Test of a TPC tracker with GEM readout in the East Hall
Contact: Emilio.radicioni@cern.ch
The tests of a TPC with GEMs read-out will be carried with several aims. First, the capacity to shield the detector against RF electromagnetic radiation will be tested on a small chamber built in Frascati, equipped with electronics similar to that which will be used for the final detector. This will be done at CERN with the help of the CERN-PS RF group who will provide a tuneable antenna radiating around 200 MHz.  

Then the exact performance of the read-out system, diffusion properties in the gas and especially in the GEMs will be tested in a 0.7 T magnet with the HARP solenoid and field cage. This will be a test of a full size readout board, in which an already sizeable amount of electronic channels will be involved (600). If the test is successful the readout board could be part of one the final MICE trackers. Fig 1 shows the layout of the test in the HARP solenoid. 
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Fig 1. Schematic of the test of the TPG read-out in the HARP TPC solenoid.

Several HARP detectors (TPC electronics, scintillators and TOF electronics) will be used for these tests. In general they belong to teams that are members of MICE. Arrangements have been made for some of the other equipment so that it will be on loan from their owners. It is understood that rental of CERN-pool electronics beyond what will be needed for HARP should be the financial responsibility of the MICE TPG team. 

In addition, the availability of the T9 beam line for a short period, even with a limited setup, would allow us to perform the final validation tests of the detector. Tests of the Time-of-flight system for MICE are also being considered in this same area. A request has been forwarded to the PS coordinator.  

Discussions with Lucie Linssen, Claude-Charles Detraz  (for HARP) and Rolf Lindner (for LHCb) have shown that i) the scheduled dismantling of HARP ii) the storage of calorimeter modules for LHCb and iii) the test of a TPC with GEMS in the HARP solenoid and field cage, can be accommodated and scheduled readily in this area in 2003.   Fig 2. shows the MICE-TPG test in the East Hall with the space left available for the storage of LHCb calorimenter modules.  It is expected that these tests will be finished by the end of 2003, since the decision on the tracker for the MICE experiment will have to be made by then. 
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Fig 2: sketch of the East Hall showing the HARP TPC solenoid and the space available for storage of the LHCb modules.

ATTACHMENT III
Computing resources for the MICE experiment
contact: Gabriella.Catanesi@cern.ch
A likely request for computing resources for the MICE experiment could be evaluated as follows. Because many MICE members are presently involved in experiments or in accelerator research at CERN, it is highly desirable that they could keep using the CERN computing resources. 
 1.   50 accounts on the lxplus service running linux -- redhat 6.x or 7.x 
       with a corresponding  AFS backed-up space of 15GB (300MB x account)

 2. a MICE project space of 10GB backed-up (CVS repository, documentations,

       reference files) and 10GB of scratch (temporary outputs from MC, ROOT & NTUPLE            files)  The project place should have a path like /afs/exp/mice/.

 3. People will use PCs running Linux (or in some cases with a dual

       boot linux/Windows 2000) as desktop at CERN

 For the year 2003, CPU will be needed mostly for simulation work and reconstruction in the TPG test experiment. The experiment has developed G-4-MICE, a GEANT4 application which puts together capabilities which are rarely used in common, e.g. RF electric fields and particle tracking of muons.  The software organisation follows the standards of HEP software available at CERN. Running locally on PCs should be sufficient and we do not expect heavy productions.  For the same reason we probably will not need CASTOR or any dedicated staging space until a later stage of the experiment. 

Pr Claude Detraz


Directeur de la Recherche


CERN


CC: Carlo Wyss


        Dieter Schlatter


        Wolfgang Von Rüden
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